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Esperanza

Al igual que en el caso univariado se puede definir el valor esperado de funciones de
variables aleatorias X e Y.

Definicién

Sean X e Y variables aleatorias (Discretas o continuas) y sea g(X, Y) una funcién de X e
Y. El valor esperado de g(X, Y) se define como:

(Y'Y g(x.y)p(x,y) ; casodiscreto
Xy

E(eX.Y) =14 .o ..

//g(x,y)f(x,y)dydx ; caso continuo

\—00 —o0
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Esperanza condicional

Sea Y una variable aleatoria y g(Y) una funcion de Y, entonces la esperanza condicional
de g(Y) dado que X = x, esta dada por:

Y. 9(y)p(ylx) SiX,Y sonv.a. discretas
yeﬂy

E(g(Y)|X=x)=
/g y|x dy Si X,Y sonv.a. continuas

- En la definicion anterior si g(Y) = Y, se tiene la media condicional de Y dado que X = x,
E(Y|X = x).

-Sig(Y) = (Y —E(Y|X =x))?, se tiene la varianza condicional de Y dado que X = x.

- Recordemos que la varianza se puede obtener como Var(Y) = E(Y — E(Y)) o como
Var(Y) = E(Y?) — (E(Y))>.

3/31



Ejemplo

Sean X e Y variables aleatorias discretas con f.m.p. conjunta dada por:

X 0 0 1 1 2 2
y 0 1 0 1 0 1
p(x,y) | 1/18 [ 3/18 | 4/18 | 3/18 | 6/18 | 1/18

Calcule E(Y|X =0)y Var(Y|X =0).
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Solucién

En la siguiente tabla tenemos tres distribuciones, la distribucién conjuntade Xy Y, la
distribucién marginal Y esté en el renglén de abajo y la marginal de X esta en la ultima fila.

Y
p(x,y) | 0 1| px(x)
0 1/18 | 3/18 | 4/18
X[ 1 4/18 | 3/18 | 7/18
2 6/18 | 1/18 | 7/18
py(y) | 11/18 | 7/18 | 1

Como nos interesa E(Y|X =0) y Var(Y|X = 0), debemos tener la distribucién condicional
de Y dado X = 0. A continuacion esa distribucion.
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Usando la distribucion distribucion condicional de Y dado X = 0 vamos a calcular lo
solicitado.

E(Y|X=0)=0x1/4+1x3/4=3/4.
Recordemos que Var(X) = E(X2) — (E(X))?. Asi que calculemos primero E(Y2|X = 0).
E(Y?|1X=0)=0%x1/4+12x3/4=23/4
Ahora ya podemos calcular Var(Y|X = 0) asi:
Var(Y|X =0) = E(Y?|X =0)— (E(Y|X =0))®
=3/4—(3/4)>=3/4—9/16 =3/16

NOTA: en este ejemplo es una casualidad que E(Y|X =0) y E(Y?|X = 0) coinciden.
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Ejemplo

Sean X e Y variables aleatorias continuas con f.d.p conjunta dada por:

X

fxy)=e* ; 0<y<x.
Calcule E(Y|X =2)y Var(Y|X =2).
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Solucién

7

Para obtener la distribucién condicional debemos calcular primero la distribucién marginal
de X asi:

X

fX(x):/e"‘dy :(ye_x\g =xe X , x>0.
0
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Como la distribucién condicional es el cociente entre la conjunta y la marginal, entonces:

1
fY|x=2(Y):( = =5 O<y<2.

Del resultado anterior vemos que fy‘ng(y) no depende de y, es decir que la distribucién
es uniforme en el valor 1/2, en otras palabras:

fy|x=2 ~ U(0,2)

Eso significa que lo solicitado se puede calcular facilmente asi:

0+2
E(Y]X:2):%:1

(2—-0)2 4 A

Var(Y|X =2) = = =_

ar(Y| ) 12 12 3

NOTA: si la distribucién condicional no hubiese sido una distribucién conocida, tendriamos
que usar integracion para obtener E() y Var().
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Covarianza y Correlacion
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Covarianza y Correlacion

Probabilidad

Densidad

m %‘ del hogar

Gasto Ahorro
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Covarianza y Correlacion

En el analisis de las distribuciones bivariadas para dos variables aleatorias X e Y, se
pueden obtener medidas numéricas asociadas al grado o intensidad de la relacion
existente entre ambas variables, dos de estas medidas son la Covarianza y la Correlacion.
La Correlacion es una medida de relacién lineal entre las 2 variables. La Covarianza es
una medida de relacién entre las 2 variables.

Definicion

La covarianza entre dos variables aleatorias X e Y esta dada por:

Cov(X,Y) = E((X —ux)(Y —uy)) = E(XY) — E(X)E(Y)
El coeficiente de correlacién entre dos variables aleatorias X e Y esta dada por:

Cov(X,Y
PZPXYZCOf(X,Y):iv( : )7 —1<pxy<1.
OxOy
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llustracion de la correlacion

6x=6Gy, p=0 26,=0,, p=0
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llustracion de la correlacion

Ejemplos graficos del “grado” de correlacion lineal entre dos variables aleatorias

Correlacién
Lineal Positiva

Correlacién
Lineal Negativa

Asociaciones
no lineales
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llustracion de la correlacion

Perfect Strong Weak No Weak
Positive Positive Positive Correlation Negative

strong
Negative

Perfect
Negative
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Propiedades de la covarianza y la correlacion

1. Si a, ¢, son constantes, ambas positivas 0 ambas negativas, entonces:
Cor(aX+b, cY +d) = Cor(X,Y)

Si a, ¢, son de signos opuestos, entonces:

Cor(aX+b, cY +d) = —Cor(X,Y)

—1<Cor(X,Y) <1

Cov(aX+b, cY +d) = acCov(X,Y)

Cov(X,X) = Var(X)

Var(aX + bY) = & Var(X) + b? Var(Y) + 2abCov(X, Y)

Si X, Y son independientes, entonces:

Pla< X<bc<Y<d)=Pla<X<b)P(c<Y<d)
Cov(X,Y)= Cor(X,Y)=0

E(XY)=E(X)E(Y)

Nota: Si Cov(X,Y) =0, no implica que X, Y sean independientes.

o o p W N
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Ejemplo de covarianza y correlacion

Sean X, Y dos v.a con f.m.p.c dada por:

X
Y 0 1
0 38 .17
1 14 .02
2 24 .05

Chequee si X y Y son independientes, calcule Cov(X,Y)y Cor(X,Y).
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Solucién

A continuacién se muestran la distribucion conjunta y las dos marginales.

0

1

py(y)

14

Y
0o 38
1
2 24

17
.02
.05

.55
.16
29

px(x) 76

24

1.00

Para saber si las variables son independientes vamos a recorrer cada combinacion de X'y
Y, y vamos a chequear si la conjunta se puede escribir como la multiplicacion de las

marginales.
- Iniciemoscon Y =0y X =0:

py(0) =0.55y px(0) = 0.76, asi que py(0)px(0) = 0.418, pero p(0,0) = 0.38, como el
producto no coincide a la probabidad conjunta, se concluye que Y y X NO son

independientes.
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0

1

pr(y)

.14

Y
0o 38
1
2 24

17
.02
.05

.55
.16
29

px(x) 76

24

1.00

Para calcular la Cov(X, Y) necesitamos calcular tres cosas: E(XY), E(X)y E(Y) asi:

E(X)=0x0.76+1x0.24 = 0.24

E(Y)=0x0.55+1x0.16+2 x 0.29 = 0.74
E(XY)=0x0x0.38+0x1x0.17+1x0x0.14+...4+2x1x0.05=0.12

Asi podemos calcular Cov(X,Y) = E(XY)— E(X)E(Y)=0.12—0.24 X 0.74 = —0.0576
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0

—

py(y)

Y
0
1
2

.38
14
24

17
.02
.05

.55
.16
.29

px(x) 76

24

1.00

Para calcular Cor(X, Y) necesitamos calcular Gx y Gy, las desviaciones de ambas

variables.
Comencemos con X.

E(X?)=0%x0.76 + 1% x 0.24 = 0.24

Var(X) = E(X?) —

(E(X))? =0.24 —0.242 = 0.1824

Ox = \/Var

=1/0.1824 = 0.427

20/31



Y o 1 pr(y)

0 38 17 55

1 14 02 .16

2 24 05 29
px(x) 76 24 100

Sigamos con Y.

E(Y?)=0%x0.55+12x0.16 +2% x 0.29 = 1.32
Var(Y) = E(Y?)— (E(Y))? =1.32—0.742 = 0.7724

oy =+/Var(Y) =/0.7724 = 0.8789
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Ahora si podemos obtener Cor(X,Y) asi:

Cov(X,Y)
OxOy

_ —0.0576

©0.427 x 0.8789

=—0.1535

Cor(X,Y) =
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Ejemplo

Sean X'y Y dos variables aleatorias continuas con funcion de densidad de probabilidad
conjunta dada por:

f(x.y) 2 ; si x+y<1, x>0, y>0
X,y) =
Y 0 ; enotrocaso

Encuentre Cov(X,Y)y Cor(X,Y).

~AA4 T
\\<V/~;;+
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Solucién

Para hallar la covarianza se deben calcular los valores esperados de X e Yy el valor
esperado E(XY).
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Para X.

1—x 1—x

fx(x) = /2dy:2y =2(1—x) para0<x<H1.
0 0
oo 1

1

E(X)Z/Xfx(X)dx:/x-2(1—x)a/,(:5

—oo 0
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Para Y.

=
1-y -y
fy(y):/de:Zx =2(1—y) para0<y<Ht.
0 0
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El valor esperado del producto XY se obtiene asi:
1 1—x

E(XY) //xyfxy dydx—//xyZdydx—/ x (1—x)?

—o00 —o0

Cov(X,Y)=E(XY)—E(X)E(Y)=— :

Ahora que ya tenemos E(X), E(Y)y E(XY) odemos calcular la covarianza asi:
1 1
12 3°3 36
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Para obtener la correlacion necesitamos las desviaciones estandar de X'y Y.

Iniciemos con X.

E(XZ):/OGX2 (%) dx:/1x22(1—x) dx:%

2
Var(X) = E(X?) — (E(X))? = % - (;) _ 1

ox =/ Var(X)=/1/18
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Sigamos con Y.

E(Yz):/yz fy(y)dy=/y22(1—y) dx:%

var(v) = () - (EF = 5 (3) =3

oy =+/Var(Y)=/1/18
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Ya podemos calcular el coeficiente de correlacién asi:
1 1

Cor(X,Y) = Cov(X., ) = 1

OxOy 2
\/ \/ 18

Resumiendo, la correlacion y la covarianza entre X'y Y son:

1
Cor(X,Y)=—=

1
Cov(X,Y) = “ 3%
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Ejercicio

Sean X y Y variables aleatorias continuas con f.d.p. conjunta dada por:

f(x,y)=24xy ; 0<x<1,0<y<1,x+y<AH
Hallar Cor (X, Y).
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